
Pre-Trained Language Models for 
Interactive Decision-Making



Overview

• Pre-trained LLM for decision-making and generalization.
• A new data gathering procedure.



Policy Network

• Encoding: translate goal/history into a 
templated English sentence.
• For observation, add FCs to encode state 

vector and position vector.
• Language Model: GPT-2 with fine-tuning.



Policy Learning with Active Data Gathering

• Collecting expert data is sometimes challenging.
• Similar to Hindsight Experience Replay (HER)
• Three stages: exploration, relabeling, policy 

update.
• Relabeling: relabel useful sub-trajectory of 

failure samples for training.



Experiment

• VitualHome:
• Three aspects: In-Distribution, Novel 

Scenes, Novel Tasks

• Baselines: Recurrent Network(LSTM), 
MLP, MLP-1

• BabyAI:
• Baselines: BabyAI-Ori, the method used 

in original paper.



Experiment

• Pre-trained Language Model with Active Data Gathering (LID-ADG)



Analysis

• Input Encoding Scheme: text/index/unnatural(randomly map each token to new token)

• Sequential Input Representation/Favorable Weight Initialization: 
No-Seq: input encoding is not sequential
No-Pretrain: train from scratch
No-FT: no fine-tuning



Do As I Can, Not As I Say:
Grounding Language in Robotic Affordances



SayCan
• Problem Statement: 
• Given a natural language instruction i, a set of skills     , where each skill performs a short 

task, with a language description    , and an affordance function                .

• Language-Conditioned Robotic Control Policies
• Train a set of low-level skills, with policy(BC), value function and language description.

• Using LLM and prompts to get 
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Experiment
• Metrics.
• Plan success rate (can achieve?)
• Execution success rate (achieved?)
• Ask human to justify.

• Ablations
• LLM: directly feed instruction into 

policy net. 
• Value Functions: “No VF” 

removes VF; “Gen.” uses LLM to 
scoring.

• Different LLM: 540B vs 137B



Experiment

• Add New Capabilities.
• Adding Skills

• SayCan is capable of integrating new skills by simply adding the new skills as options for the 
LLM and providing accompanying value functions and add an example in the prompt with 
that skill.

• Chain of Thought Reasoning

• Multilingual Queries

• There is almost no performance drop in planning success rate when changing the queries 
from English to Chinese, French and Spanish.


