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Game Theory

Equilibrium signifies that in a multiparty game, all players have adopted the optimal 
strategy and none can improve their performance by altering their own strategy.

Stackelberg Equilibrium

Nash Equilibrium

• Nash Q-Learning; 
• Mean Field Q-learning; 
• HATRPO 

• Asymmetric Q-learning; 
• Bi-level Actor Critic



Motivation

When SE encounters MARL, we aim to address the following challenges: 

l How to make a reinforcement learning algorithm converge to the Stackelberg 
equilibrium strategy?

l How to converge to SE policies that require agents act sequentially under the MG 
framework where agents act simultaneously? 

l How to extend the method to scenarios with more than two agents (n > 2)?

Ø The paradigm of sequential decision-making is 
conceptually defined from the perspective of game 
theory.

Ø applicable to both cooperative and non-cooperative 
games.

Ø surpasses Nash equilibrium in terms of equilibrium 
determinacy and Pareto optimality.

Stackelberg Equilibrium

Stackelberg Game Stackelberg Equilibrium



STMG

Spatio-Temporal Sequential Markov Game (STＭＧ)

Compared with MG, STMG assumes the form of a sequence decision in both temporal and spatial 
domains. Agents with a higher priority have greater initiative, whereas agents with a lower priority are 
required to respond to the actions of those with higher priority.

N-level optimization



Commencing with a Toy Example

Ø When the leader commits to taking action, the ideal space for followers to take action is 
constrained.

Ø In the final state, all three joint actions 𝑎!!，𝑎"# , 𝑎#!，𝑎## and (𝑎"!，𝑎!#) , are Nash equilibrium 
(NE) points. However, only the point 𝑎!!，𝑎"# is the unique socially efficient (SE) point and 
also the global optimum.

Algorithm design requirements：
Ø All agents possess accurate perceptual awareness of the current state. 
Ø The environmental state and the leader's decision information must be taken into account 

during policy evaluation and execution.



Heuristic Stackelberg Decision Mechanism for MARL

l Followers directly receive decision information from higher-level agents, and the agent's policy 
gradient is updated towards the optimal response to the higher-level agent, resulting in an 
approximate solution to the inner optimization problem.

l Leaders interact with the environment and perceive the reaction of the inferior agents.

Under the RL training paradigm, all agents possess the capability to maximize their individual utility in 
accordance with current conditions, thereby naturally achieving corresponding equilibrium.



STEP
Implementation：

Limitations:
Ø Focus on  CTDE/ATSE paradigm; 
Ø Only applicable to situations 

where a shared global state is 
present. 

Ø Sequential updates result in a 
significant increase in training 
costs as the number of agents 
grows.

What is a better solution?

Causal Transformer!



Stackelberg Decision Transformer
The seamless alignment between the hierarchical decision-making structure of SG and the 
modeling approach of autoregressive sequence models.

ITB OTB



Scalability for Decentralized Execution Systems—Knowledge Distillation
Forward propagation in the Transformer-based STEER teacher network

Backpropagation in multiple MLP-based student networks

Stackelberg Decision Transformer



Evaluation
Finding SE Solutions 



Evaluation
Performance in Complex Scenarios 



Evaluation
Ablation Studies 

ITB & OTB Priority Assignment

Decentralized Execution 
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Existing Work
1、Natural Language Processing

2、Decision Making



Motivation

1. As the number of agents increases, the joint action space grows exponentially. 
2. The limitations of LLMs themselves, such as the issue of hallucinations, can affect the reliability 

of decision-making. 
3. Effectively managing tokens or communication resources poses a significant challenge in large-

scale scenarios involving LLM-based agents.



Mothod

Internal Feedback External Feedback

1、 Multi-agent Actor-Critic architecture
a. critic: Central Coordinator, Balancing Exploration and Exploitation, Task Allocation for Actors 
based on Memory Information 
b. actor: Interaction with the environment, external feedback

2、 Large-scale Multi-Agent System Decision Making
a. Comprehensive Feedback Mechanism
b. Low Access Cost



Evaluation

System Resource Allocation



Evaluation

System Resource Allocation



Evaluation

Grid Transportation


