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Motivation
& Preliminary

* Why is Retrieval Augmented
Generation (RAG) important?
* Reduce factual errors
* Improve helpfulness/usefulness

e Current Challenges of RAG

1. May hinder the versatility of LLMs
--- Learn when to retrieve

2. May introduce unnecessary or off-
topic passages

--- Learn what to retrieve (Part of
critique)

3. (weak/small) LLMs may not know
how to use the retrieved knowledge.

--- Learn to generate (given retrieved
data)

SELF-RAG: LEARNING TO RETRIEVE, GENERATE, AND

CRITIQUE THROUGH SELF-REFLECTION

Question Full Prompt Response
gl 3

1 A
Retrieval
Query

Retrieved
Texts

) J |

&

Special Reflection Tokens to Learn

Type Input Output Definitions
Retrieve| x/lz,y {yes, no, continue } Decides when to retrieve with R
ISREL | x,d {relevant, irrelevant} d provides useful information to solve x.
IsSue | z,d,y {fully supported, partially  All of the verification-worthy statement in y
supported, no support} is supported by d.
z,y {5,4,3,2,1} y is a useful response to x.

X: query, y: output, d: documents



Retrieval-Augmented Generation (RAG)
Prompt How did US states get their names?

Step 1: Retrieve K documents

o Of the fifty states, eleven are named
after an individual person.

o Popular names by states. In Texas,
Emma, is a popular baby name.

Retriever o California was named after a fictional
island in a Spanish book.

Step 2: Prompt LM with K docs and generate

Prompt How did US states get their names? + oao

‘1' US states got their names from a variety of
% sources. Eleven states are named after an
individual person (e.g, California_was named

LM after Christopher Columbus). Some states
inclu/ \ng Texas Utah, are named after
erican tribe| No information in passages J

Contradictory

Prompt: Write an essay of your best summer vacation

q 0060 - @—) My best...

Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)

Prompt How did US states get their names? Step 1: Retrieve on demand

% —> US states got their names from a variety of sources. { Ritits

Step 2: Generate segment in parallel

Q

0O © 0

Prompt + o Prompt + e Prompt + o
Relevant
S 11 of 50 state names imelevant | Texas is named  LRee¥ant| California’s name has its

origins in a 16th-century novel
Las Sergas de Esplandian.

come from persons. Supported

after a Native American tribe.

Partially

Step 3: Critique outputs and select best segment

.-{lomm) > @ mm > e m
%’—) E‘E — Repeat.... ™

US states got their names from a variety of sources. 11 of 50
states names are come from persons. 026 states are named
after Native Americans, including Utah.°

Prompt: Write an essay of your best summer vacation

e

No Retrieval { My best summer vacation is when my family and | embarked on a road trip along ...

Figure 1: Overview of SELF-RAG. SELF-RAG learns to retrieve, critique, and generate text passages
to enhance overall generation quality, factuality, and verifiability.



Method: Training

Learning to Retrieve\Critique
* Why?
* Call GPT4 APl is too expensive and hard to
reproduce.
e Solution
* Knowledge Distill from GPT4

max E((z,4),r)~Deriric 10&Pc(r|x,y), 7 for reflection tokens.

Learning to Generate

e Use the learned Critic to augment output

* Then SFT mjeix E(x,y,r)NDgen log p am (y, r|ac)

Input: Write an essay of your best summer vacation Input: How did US states get their names?

Output: My best summer vacation was a magical escape
to the coastal town of Santorini. The azure waters,
charming white-washed building are unforgettable.

Output: 1 of 50 states names come from persons. For instance, Louisiana was named in honor
of King Louis XIV of France and Georgia was named after King George II.

@ Critic LM Q Q Retriever

Augmented Output: { Retrieve J o <p>Of the fifty states, eleven are named after an individual person</p>.
| I——

Augmented Output: My best summer

Type Input Output : Definitions _ _ vacation was a magical escape to the coastal town of 11 of 50 states’ names come from PeTSO”- [@B o sp2LOUIBIANA Named in
[Retrieve] z/z,y {yes, no, C(.)ntmue} Decidgs when to r.etrleve “flth R Santorini. The azure waters, charming white-  honor of Louis XIV of France.</p>. For instance, Louisiana was named after King Louis XIV, and
:]i:;'j: i ) g y %?:::;Z?l;’);;i:lmgimaﬂy erl’r(())fviﬁzszls'ieﬁfg;.tligflcirvfzr(l)igl(;nstt(;tz(r)rllgltxiil y washed building are unforgettable experience. Georgia was named after King George Il.
supported, no support} is supported by d.
T,y {5,4,3,2,1} y is a useful response to x.
Dataset name category Data source  the number of instances Algorithm 2 SELF-RAG Training
GPT-4 Alpaca Instruction-following ~ Open-Instruct 26,168 1: In_p.ut.mput—o.utput data D = {X, Y}, generator M, C 0
Stanford Alpaca Instruction-following ~ Open-Instruct 25,153 2: Initialize C with a prel-tralned IzM . . ]
FLAN-V2 Instruction-following ~ Open-Instruct 17,817 3: Sample data { X Sam’; €, Ysamz; ‘}~{X,Y} > Training Critic LM (Secthn 3.2.1)
ShareGPT Instruction-following ~ Open-Instruct 13,406 4: for (z,y) € (Xsompie Y sempie) do > Data collections for C
Open Assistant 1 Instruction-following ~ Open-Instruct 9,464 5: Prompt GPT-4 to collect a reflection token r for (x, y)
Wizard of Wikipedia | Knowledge-intensive KILT 17,367 6: Add {(x, Y, r)} to Deritic
Natural Questions Knowledge-intensive KILT 15,535 7: Update C with next token prediction loss > Critic learning; Eq. 1|
FEVER Knowledge-intensive KILT 9,966 e 1 . . . . . 3
OpenBoookQA Knowledge-intensive ~ HF Dataset 4699 8: Initialize M with a pre-trained LM > Training Generator LM (Section 3.2.2)
Arc-Easy Knowledge-intensive  HF Dataset 2147 9: for (z,y) € (X, Y) do ' > Data collection for M with D_,.;¢;.
ASQA Knowledge-intensive ASQA 3,897 10:  RunC to predict r given (z,y)

Total: 150k

11: Add (z,y,7) to Dgen

12: Update M on D, with next token prediction loss > Generator LM learning; Eq. 2\




Method: Inference

e Stepl: Adaptive retrieval with threshold.
e Step2: Call retriever R
* Step3: Tree-decoding with critique tokens.
e Beam-Search
" £yt d [itane]) = pluale, d, y<r)) + S ([Criue]), where 3
S(([critigue]) = Y wCs{ for G = {[isRer, [isSur], [1s0se]} )
where s¢ = # stands for ;eeggeneration probability of the most desirable reflection token

# (e.g., [1sreL] =Relevant) for the critique token type G with N distinct tokens (that represent

Senstive to w, a customizable feature

Algorithm 1 SELF-RAG Inference

Require: Generator LM M, Retriever R, Large-scale passage collections {d1, . ..,dy}

1: Input: input prompt x and preceding generation y.;, Output: next output segment y;

2: M predicts given (z,y<¢)

3: if [Retrieve] == Yes then

4: Retrieve relevant text passages D using R given (x, y1—1) > Retrieve
5 M predicts given x, d and y,; given x,d, y; foreachd € D > Generate
6: M predicts [1ssuvr] and [1sUse] given x, y;, d for each d € D > Critique
7: Rank y; based on [TsRer], [1sSve], [IsUsk] > Detailed in Section 3.3]
8: elseif == No then

9: Mgen predicts y; given > Generate
10: Mgen predicts given x, y; > Critique

Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)

Prompt How did US states get their names? Step 1: Retrieve on demand

% —> US states got their names from a variety of sources. ! Retrieve ‘ Q

Step 2: Generate segment in parallel

Prompt + o Prompt + o Prompt + o

2 20 2
EE2]1 of 50 state names Texas is named !Re'e"a"‘ ! California's name has its

origins in a 16th-century novel

after a Native American tribe.
Las Sergas de Esplandian.

Step 3: Critique outputs and select best segment

;ome from persons. ‘ Supported !

US states got their names from a variety of sources. 11 of 50
states names are come from persons. 026 states are named
after Native Americans, including Utah.

@ —_—> Retneve o d Repeat...

Prompt: Write an essay of your best summer vacation

v
% —_> My best summer vacation is when my family and | embarked on a road trip along ..



Experiments: Main results

Short-form Closed-set Long-form generations (with citations)
PopQA TQA Pub ARC Bio ASQA

. LM (acc) (acc) (acc) (acc) (FS) (em) (rg) (mau) (pre) (rec)

Setting: Y —

e . s with proprietary data
Critic C: 7b-base Llama2-c135 200 593 494 384 559 224 296 286 - -
Generater M: 7b and 13b Ret-Llama2-c;3; 51.8 59.8 521 379 799 328 348 438 19.8 36.1
ChatGPT 293 743 701 753 71.8 353 362 68.8 — —
Ret-ChatGPT 50.8 657 547 753 -  40.7 399 79.7  65.1 76.6
Perplexity.ai - - - - 712 - - - - -

Baselines without retrieval

Llama27; 147 30.5 342 21.8 445 79 153 19.0 - —
Alpacarg 236 545 498 450 458 18.8 294 61.7 - -
Llama235 147 385 294 294 534 72 124 16.0 — —
Alpacaj3g 244 613 555 549 502 229 320 70.6 — —
CoVEgs; * - - - - 712 - - - - -

Baselines with retrieval
Toolformer*gg — 48.8 - - - - - - - -
Llama2;; 382 425 300 480 780 152 22.1 32.0 2.9 4.0
Alpacars 467 64.1 402 480 76.6 309 333 57.9 5.5 7.2
Llama2-FT7; 487 573 643 658 782 310 358 51.2 5.0 7.5
SAIL*74 — - 692 484 — - - — — —
Llama2i3s 457 470 302 260 775 163 205 24.7 2.3 3.6
Alpacaisp 46.1 669 511 576 7717 348 36.7 56.6 2.0 3.8

~Our SELF-RAG,; 549 664 724 673 812 300 357 743 669 678

Our SELF-RAG 133 558 693 745 731 802 317 37.0 71.6 703 713




PubHealth

=
o
o
=
o

PQA Med AS 7031

Precision
Accuracy
o !
w
Frequency

SELF-RAG (50k) 455 735 321

EX p e rl m e ntS . lizlgértlfieverR 436 678 310 1 > o R o

No Critic C 426 720 18.1 95 1.0 F1.00

N

. _ Te‘;t __________________ g go 8 0.75 g
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(a) Ablation (b) Customization (c) Retrieval

Figure 3: Analysis on SELF-RAG: (a) Ablation studies for key components of SELF-RAG training
and inference based on our 7B model. (b) Effects of soft weights on ASQA citation precision and
Mauve (fluency). (c) Retrieval frequency and normalized accuracy on PubHealth and PopQA.

55
@ 501 73 Pop Bio.
5 45 604
§ 721 S&P 92.5 70.0
o s el OV AN L A
e 71 (Isker]  95.0 90.0
35 1
. : ; ; ; ; 40~ ; issue]  90.0 85.0
0 50 100 150 0 100 0 100
Num of training (k) Num of training (k) Num of training (k)

(d) Human evaluation on PopQA
(a) PopQA (b) PubHealth (c) ASQA (prec) and Bio generation.

Figure 4: Training scale and Human analysis: (a) (b) (c) Training scale analysis shows the effect
of the training data scale on PopQA, PubHealth and ASQA (citation precision), respectively. (d)
Human analysis on SELF-RAG outputs as well as reflection tokens.



