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Motivation 
& Preliminary
• Why is Retrieval Augmented 

Generation (RAG) important?
• Reduce factual errors
• Improve helpfulness/usefulness

• Current Challenges of RAG
1. May hinder the versatility of LLMs  
--- Learn when to retrieve
2. May introduce unnecessary or off-
topic passages  
--- Learn what to retrieve (Part of 
critique)
3. (weak/small) LLMs may not know 
how to use the retrieved knowledge.
--- Learn to generate (given retrieved 
data)
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Special Reflection Tokens to Learn

x: query, y: output, d: documents





Learning to Retrieve\Critique
• Why? 

• Call GPT4 API is too expensive and hard to 
reproduce.

• Solution
• Knowledge Distill from GPT4

Method: Training
Learning to Generate
• Use the learned Critic to augment output

• Then SFT

Total: 150k



Method: Inference
• Step1: Adaptive retrieval with threshold. 
• Step2: Call retriever 𝑅
• Step3: Tree-decoding with critique tokens.

• Beam-Search

Senstive to 𝑤, a customizable feature



Experiments: Main results

Setting:
Critic C: 7b-base
Generater M: 7b and 13b



Experiments:
Ablations


