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Introduction

• The paper proposes a novel LLM framework with a self-refinement mechanism for 
automated reward function design.

• Current Reward Function Design:
– Meticulous Manual Crafting reward design
– AutoRL [1]: automate the hyperparameters and reward function tuning

• predefined, parameterized reward function and subsequently fine-tune its parameters to identify an optimal reward 
function like using evolutionary algorithms [2]

• due to its dependency on an initially hand-crafted parameterized reward function, AutoRL lacks the ability to 
formulate a reward function entirely from scratch 
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Current methods rely on domain-specific expertise !!!



Introduction

• The common-sense knowledge of LLM offers the potential to alleviate the human 
effort required in formulating reward functions

• Current Reward Function Design with LLM:
– For simpler tasks, such as normal-form games, LLM could serve directly as a proxy reward function [1].
– Through processing natural language instructions, LLM seamlessly integrates task requirements and user preferences into 

reward functions [2].
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LLM is able to independently design a reward function from scratch for continuous robotic control tasks? 



Method
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1) Initial design, where the LLM accepts a natural 
language instruction and devises an initial reward 
function; 

2) Evaluation, where the system behavior resulting from 
the training process using the designed reward 
function is assessed; 

3) Self-refinement loop, where the evaluation feedback 
is provided to the LLM, guiding it to iteratively refine 
the reward function.

The framework consists of three steps:



Method
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1. We explore the ability of LLM to design reward 
functions for DRL controllers. Diverging from 
many studies that leverage few-shot in-context 
learning when prompting the LLM, we employ the 
LLM as a zero-shot reward function designer.

2. We incorporate a self-refinement mechanism into 
the reward function design process to enhance its 
outcomes. 

3. We highlight the effectiveness and applicability of 
our proposed approach through a variety of 
continuous robotic control tasks across diverse 
robotic systems.

Contributions:



Method – Initial Design
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They segment the natural language prompt into four parts:

• Environment description: we first describe the robotic system we 
are working with, e.g., a quadruped robot or a 7-DOF manipulator, 
and provide details regarding the environmental setup; 

• Task description: we then outline the control objectives of the task, 
along with any existing specific task requirements; 

• Observable states: we also provide a list of the observable states that 
are available for the reward function design; 

• Rules: finally, we explain the rules that the LLM should follow when 
designing the reward function. Specifically, we emphasize two rules: 
first, the reward function should be based solely on the observable 
states; second, the reward function should exclude elements that 
are challenging to quantify, such as specific target postures of the 
quadruped robot.



Method – Initial Design
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Prompt example:



Method - Evaluation
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• Training process: this summary includes information on whether the reward has converged, the average
reward per training episode, and the average number of timesteps in each episode.

• Objective metrics: we then represent the overarching performance metric G(T ) with multiple individual
task-specific objective metrics gk(T ), k = 1, . . . , ng. Each objective metric gk(T ) addresses an aspect of
the task requirements.
• For instance, in the quadruped robot’s straight-forward walking task, two objective metrics could be
employed: one assessing the forward distance the robot travels without toppling and another
quantifying any unintended lateral movements. We then compute the average values of these objective
metrics gk(T ) over all sampled trajectories.

• Success rate in task accomplishments: in addition to the task-specific objective metrics, we also introduce
the success rate SR of the trained policy in accomplishing the designated control task as a general and task-
agnostic criterion. For each control task, we define a success condition using Signal Temporal Logic (STL)
to capture the core objective of the task.
• For example, the success condition for a quadruped robot walking task could be that the forward
distance travelled without falling should exceed a predetermined threshold. A trajectory meeting the
success condition is considered a success. The success rate SR is determined across all sampled
trajectories.

Aiming to minimize human intervention, the evaluation is structured as an automated procedure.



Method – Self-Refinement Loop
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Training process

Objective metrics

Success rate

intrinsically task-dependent

overall performance of the designed reward 
function R as either ‘good’ or ‘bad’



Method – Self-Refinement Loop
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Prompt example:



Experimental Results
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Experimental Results
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Experimental Results – Reward by ChatGPT
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Yang feeds the prompt in the Appendix to ChatGPT (the default GPT model)



Experimental Results
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Experimental Results
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Conclusion
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A self-refined LLM framework as an
automated reward function designer for
DRL in continuous robotic control tasks.

Evaluate the proposed framework across nine
diverse robotic control tasks, distributed
among three distinct robotic systems.

Limitations:
1. Coarse Reward Design: inability to address

nuanced aspects of desired system behaviours
that are difficult to quantify through the
automated evaluation process, such as the gait of
a quadruped robot

2. Rely on pre-trained common-sense
knowledge: For tasks that are highly specialized
or not represented in its training data, the LLM
may struggle to devise an appropriate reward
function


