
MindAgent: Emergent Gaming Interaction



Overview



Main Contribution

• A new gaming scenario and related benchmark based on a multi-agent 
virtual kitchen environment, CuisineWorld.
• Introduce MindAgent, which demonstrates the in-context learning multi-

agent planning capacity of LLMs and brings several prompting techniques 
that help facilitate their planning ability.
• Conduct extensive evaluations with multiple LLMs and prompting settings on 

the benchmark.
• Deploy the system into real-world gaming scenarios and demonstrate its 

capabilities in human-AI interactions. (using VR)



CuisineWorld

• Multi-agent text game.



MindAgent

One-shot demo



MindAgent
• Multi-agent task allocation

Reformulate q or r in natural language.
e.g. “collect finish”

Prevent bad assignment.
e.g. “agent ids cannot be the same”

Using state-action memory history as rewards are not 
immediately observable



Experiments



Experiment 1: LLMS Dispatch Multi-Agents (NPC) 

• Collaboration Efficiency

• LLM dispatcher can coordinate more agents to execute tasks more efficiently.
• LLM dispatcher struggles when there are fewer tasks



Experiment 2: Human and Multi-NPCs with LLMs



Analysis and Emergent Gaming Abilities
• How do various components of the input prompt influence the model’s performance?

• Other LLM’s performance

• Emergent Capabilities



Novel Game Adaptation (Minecraft)



ProAgent: Building Proactive Cooperative AI with 
Large Language Models



Overview
LLM agent for cooperative scenarios, 
zero-shot coordination problem.

Environment: Overcooked-AI

Demonstrates the remarkable capability 
of ProAgent to interpretably analyze the 
current scene, explicitly infer teammates’
intentions and dynamically adapt its 
behavior accordingly.



Methods
• Knowledge Library

• State Alignment

• Cooperative Reasoning and Planning.
belief, plan (output by LLM)

• Belief Correction
1) Replace the predicted intention with the actual behavior of the teammate. 

2) Provide an annotation alongside the original prediction to flag it as incorrect.

• Skill Validation

• Controller
The controller can be a rule-based path search algorithm or a policy trained by 
language-grounded RL.



Experiments


